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#### Abstract

We present a subdivision algorithm for computing the intersection of spline curves. The complexity depends on geometric quantities that represent the hardness of the computation in a natural way, like the angle of the intersection. The main idea is the application of the super-composition technique, which considers unions of adjacent parameter intervals that are not siblings in the subdivision tree. This approach addresses the common difficulty of non-termination of the classical subdivision approach when the intersection coincides with a subdivision point, but it avoids the numerical overhead associated to alternative methods like a random shift of the parameter.


## 1 Introduction

Easy and Hard Cases of Intersection. A basic task on geometric computing is intersection of spline curves. Depending on the position of the curves, this task may be have different levels of difficulty, at least from a visual point of view There are easy cases (Figure 1):

- The curves intersect transversely, forming a large angle.
- There is large distance between curves, and it is obvious that there is no intersection.

On the other hand, there are cases that appear hard (Figure 2):

- intersections with small angle or even tangency;
- curves come close without intersecting;
- the endpoint of one curve lies near the other curve.

These cases are intrinsically hard: Depending on small perturbations of the data, the number of intersection may change.


Figure 1: Easy cases for curve intersection


Figure 2: Inherently hard cases for curve intersection

We will present a simple intersection algorithm based on the subdivision paradigm, whose running time adapts to the intrinsic hardness. The hardness is expressed in terms of geometric quantities, like the angle of intersection, or the local minimum of the distance between the curves.

Bézier splines. In this paper we will mostly consider Bézier splines, for the sake of being explicit, but the method works also for other types splines. A Bézier spline of degree $d$ is specified by a control polygon consisting of $d+1$ control points $P_{0}, P_{1}, \ldots, P_{d}$, and it is the parametric curve given by

$$
f(t)=\sum_{i=0}^{d}\binom{d}{i} \frac{\left(t-t_{1}\right)^{i}\left(t_{2}-t\right)^{d-i}}{\left(t_{2}-t_{1}\right)^{d}} \cdot P_{i}
$$

for $t_{1} \leq t \leq t_{2}$.


Figure 3: Bézier subdivision
Create a stack with $(f, g)$ as the only element
while the stack is not empty:
POP $(f, g)$ from stack
if $f$ and $g$ are guaranteed to have no intersection (A): discard $f, g$
elsif $f$ and $g$ are guaranteed to have a unique intersection (B)
and the precision of intersection is good enough: report intersection
elsif $f$ and $g$ are smaller than a predefined error threshold (C): report potential intersection
else:
subdivide the larger curve (say, $f$ ) into $f_{1}$ and $f_{2}$.
PUSH $\left(f_{1}, g\right)$ on the stack
PUSH ( $f_{2}, g$ ) on the stack
Figure 4: The basic subdivision algorithm

A Bézier spline defined over the interval $\left[t_{1}, t_{2}\right]$ can be subdivided at any point $t^{*}$ in this interval. The two parts over the intervals $\left[t_{1}, t^{*}\right]$ and $\left[t^{*}, t_{2}\right]$ are again Bézier splines (of the same degree), and their control polygons can be computed by a simple geometric scheme, de Casteljau's method (cf. [3]). The simplest case, when the parameter interval is subdivided into two equal parts is illustrated in Figure 3 for the case of cubic Bézier splines.

Intersection by Subdivision. The basic scheme for an intersection algorithm based on subdivision is shown in Figure 4. It requires some sufficient conditions (A) and (B) for concluding that there is no intersection (a rejection criterion) or a unique intersection (an acceptance criterion). When no conclusion can be reached by either criterion, the algorithms subdivides the curves and treats the pieces recursively. Moreover, there is an "emergency stop" (C) for terminating the recursion when the size of the curves diminishes beneath a specified error tolerance.

A sufficient condition for disjointness is based on the fact that the curve is


Figure 5: Disjoint convex hulls are a sufficient condition for disjointness.


Figure 6: The hodograph gives the derivative of a Bézier curve.
inside the convex hull of the control polygon (Figure 5):
Condition (A):
If the convex hulls of the two control polygons are disjoint, the curves have no intersection.

A sufficient condition for unique crossing was given by Sederberg and Meyers [4]. It is based on the hodograph [1]: The derivative of a Bézier curve $f(t)$ is a Bézier curve $f^{\prime}(t)$, of degree one less, called the hodograph of $f$, see Figure 6 . If $f$ has degree $d$ and is defined on a parameter interval of length $h$, the control polygon of $f^{\prime}$ is formed from the differences $p_{i+1}-p_{i}$ of the original control polygon, times the constant factor $d / h$.

We have the following acceptance, see Figure 7.
Criterion (B).

- If the convex hulls of $f$ and $g$ "cross" (the endpoints of each of $f$ and $g$ stick out of the other curve's convex hull, and the endpoints of $f$ alternate with the endpoints of $g$ in the cyclic order),
- and the cones of directions of $f^{\prime}$ and $g^{\prime}$ are disjoint,


Figure 7: A sufficient condition for a unique crossing.


Figure 8: The subdivision algorithm may fail for easy cases.
then $f$ and $g$ intersect in a single point.
When no decision is reached, one of the curves is subdivided, and the test is repeated for the pieces. The simplest and most natural choice is to subdivide the parameter interval at the midpoint. This is also the most economical choice in terms of bit complexity: For Bézier curves of order $d$, every subdivision step increases the necessary number of bits for storing the exact coordinates of the control polygon by $d$. (This can be reduced to $d-1$ by separately storing the leading bits that are common to all control points.)

Possible Failure in Easy Cases. A good algorithm should be fast in identifying intersections or disjointness for easy cases, but probably one is ready to accept that it may take a long time to sort out hard cases.

However the basic subdivision algorithm of Figure 4 may have a problem to terminate even with easy cases. Consider the two curves $f$ and $g$ in the easylooking example of Figure 8. Conditions (A) and (B) do not apply, and thus $f$ is subdivided into $f_{1}$ and $f_{2}$. Suppose that the subdivision point happens to fall on $g$, or very close to $g$. Now the easy case has turned into a hard case like Figure 2c: the algorithm will continue to subdivide $f$ and $g$ further around this point, in an attempt to find out whether $f_{1}$ intersects $g$, and whether $f_{2}$ intersects $g$. The recursion might only be stopped by the emergency stop (C), without reaching a definite conclusion about the intersection. Even if the proper answer is eventually reached, it can take an unnecessarily long time.

Related Work. Eigenwillig et al. [2] have addressed precisely the same problem in a more special context: finding the root of a polynomial by subdivision.


Figure 9: The main principle of the Subdivision-Supercomposition Method
(This can be viewed as a special case of curve intersecting by specializing one curve to be the $x$-axis. As acceptance and rejection conditions, they use a termination condition based on Descartes' Rule of Signs.) Eigenwillig et al. avoid the problem of slow termination by subdividing the curve not at the midpoint, but at a random point. The drawback of this solution is that it incurs a larger overhead in terms of bit complexity. The number of necessary bits for the random subdivision point must be balanced against the likelihood of hitting the intersection point (the zero of the polynomial) too closely. This would lead to a failure of the algorithm, making it necessary to restart the algorithm with a new random choice.

In contrast, our new Subdivision-Supercomposition method avoids the problem without any random choice and extra numerical overhead.

Yap [5] has given the first algorithm for intersection of Bézier splines that is complete in the sense that it produces the correct output for all inputs, even in cases with tangential intersections or stationary points on one of the curves. The algorithm is geometric, but unlike our approach, the termination criterion depends on separation bounds based on the algebraic representation of the curves and the size of the coordinates.

Our Subdivision-Supercomposition Algorithm can complement the "macro phase" of Yap's algorithm.

## 2 The Subdivision-Supercomposition Algorithm

The above discussion of the example in Figure 8 highlights why the subdivision algorithm runs into trouble. After subdividing $f$ into $f_{1}$ and $f_{2}$, the algorithm goes to great lengths to find out which of $f_{1}$ or $f_{2}$ intersects $g$. However, this is a dichotomy that has only been created by the algorithm, and is of no intrinsic interest for the problem per se.

The solution is to avoid the strictly dichotomic subdivision procedure, which refines the parameter interval into disjoint parts, and consider a covering of the whole parameter interval by overlapping subintervals.

Our Subdivision-Supercomposition Method is based on binary subdivision, but transcends it by the following rule, see Figure 9:

With every parameter interval $[t, t+h]$, we also check the two "parent intervals" $[t-h, t+h]$ and $[t, t+2 h]$ (provided they are contained in the initial parameter interval of the whole curve).

In one of the parent intervals leads to a conclusion in one way or another by condition (A) or (B), then, of course, the original interval need not be considered
any longer. Note that rule applies to both $f$ and $g$ simultaneously. Thus, when the original subdivision algorithm tests one pairs $f, g$, the above rule requires nine pairs to be tested. (We will see below that the effort is actually not as bad as this.)

This rule consider intervals that transcend the boundaries of the binary subdivision tree. Consider the interval marked by an arrow in the tree of Figure 10. When this interval is considered, the two "parent" intervals that are shown is also considered: The left one is actually the true parent interval in the tree, and has been considered already before reaching the current interval. The right one is not present in the tree.

There are two ways of creating the curve for this interval.
(i) One creates the "sibling" interval of the same length and combines the information from the two curve pieces. If the sibling interval is not yet present in the tree, the missing subtree must be created at this point (the dotted subtree in Figure 10).

This method requires some storage and book-keeping. On the other hand, some book-keeping is required anyway, to record which intervals of $f$ have been compared to which intervals of $g$, and to prevent an intersection point from being reported several times; in addition it may save the effort of considering the same parent interval several times.

The number of extra subdivision steps is only a constant factor larger than the number of original subdivision steps. The analysis is the same as for balancing a quad-tree, where spatially adjacent leaves are allowed to differ by at most one in depth. (In the example, the parent of the dotted subtree must already have been created in a previous iteration.)

The information from the two adjacent subintervals can be combined in a straightforward way. For example, in the rejection criterion (A), one can simply take the convex hull of the union of the two control polygons. The acceptance criterion can be adapted similarly.
(ii) The de Casteljau subdivision method can also be applied to a "subdivision" point outside the given parameter interval. In this manner, it works as an extrapolation method. The missing parent interval can be created without extra storage and book-keeping.

The method is called the Subdivision-Supercomposition Method, because normal "sub-division" is complemented by the opposite operation of forming a larger interval from two adjacent subintervals: by "super-composing" them.

In some cases, method (i) is the only choice. For example, the SubdivisionSupercomposition Method readily extends to other types of spline curves, like $B$-splines. In this case, the sibling interval may not be part of the same initial control polygon; it is part of a separate polynomial curve.

## 3 Analysis of the Algorithm

We can now formulate the theorem about the running time of the SubdivisionSupercomposition Algorithm.

Theorem 1. Suppose that the following conditions are satisfied:


Figure 10: The binary subdivision tree

1. $f$ and $g$ are Bézier curves of degree (at most) d, with initial parameter interval $[0,1]$,
2. the diameter of the control polygon of $f$ and $g$ is at most $D$,
3. $\left\|f^{\prime}(t)\right\| \geq v_{\min }$ and $\left\|g^{\prime}(t)\right\| \geq v_{\text {min }}$ everywhere,
4. every intersection point, the curves cross at an angle at least $\alpha$, and
5. the distance between $f$ and $g$ is at least $\varepsilon$, at every local minimum of the distance and at every endpoint of $f$ or $g$,
then the Subdivision-Supercomposition Algorithm terminates after at most

$$
L:=\max \left\{\log _{2} \frac{D}{v_{\min } \cdot \alpha}, \log _{4} \frac{D}{\varepsilon}\right\}+2 \log _{2} d+4
$$

levels of subdivision.
The number of iterations is thus at most

$$
2^{L} \times 2^{L}=O\left(\frac{D^{2}}{\left(v_{\min } \cdot \alpha\right)^{2}}+\frac{D}{\varepsilon}\right)
$$

The assumptions of the theorem are illustrated in Figure 11. Conditions 4 and 5 forbid tangential crossings and tangential intersections. In addition, Condition 5 prevents one curve from terminating on the other curve. Condition 3 excludes stationary points where the derivative is zero.

Proof. From the assumptions, we conclude immediately

$$
\begin{gathered}
\left\|f^{\prime}(t)\right\|,\left\|g^{\prime}(t)\right\| \leq 2 d D \\
\left\|f^{\prime \prime}(t)\right\|,\left\|g^{\prime \prime}(t)\right\| \leq S:=4 d(d-1) D .
\end{gathered}
$$

Together with the assumption that $\left\|f^{\prime}(t)\right\|,\left\|g^{\prime}(t)\right\| \geq v_{\text {min }}$, we derive that the curvature of $f$ and $g$ is at most $S / v_{\text {min }}$.

From these bounds, it is easy to derive the following lemma, which says that for small pieces ( $h \rightarrow 0$ ) the curve, including its control polygon, runs essentially straight.


Figure 11: The assumptions of Theorem 1


Figure 12: The sleeve lemma

Lemma 1 (The Sleeve Lemma). Consider the curve $f$ over the parameter interval $[t, t+h]$, and let $f(t+a)$ for $0 \leq a \leq h$ be a point in this interval. Assume without loss of generality that the tangent direction $f^{\prime}(t+a)$ is horizontal, see Figure 12. Then the curve and the control polygon is contained in a horizontal rectangular strip of height (width) $W=S \cdot h^{2}$ and length $2 d D h+S h^{2}=\Theta(h)$ whose horizontal axis goes through $f(t+a)$. The left endpoint has horizontal distance at least $l_{\min }:=v_{\min } a-S a^{2}$ from $f(t+a)$, and the right endpoint has horizontal distance at least $l_{\min }^{\prime}:=v_{\min }(h-a)-S(h-a)^{2}$ from $f(t+a)$.

Proof. The proof is straightforward, considering that the tangent vector $f^{\prime}(t+$ a) has the form $( \pm u, 0)$ with $v_{\text {min }} \leq u \leq 2 d D$, and the norm of the second derivative is bounded by $4 d^{2} D$.

To continue the proof of Theorem 1, let us now assume that the algorithm has subdivided the starting interval to depth $L$, creating an interval of size $h=2^{-L}$. Consider first the case that the interval contains an intersection point. Then, by the main rule of the Subdivision-Supercomposition Algorithm, the algorithm must have checked an interval where the intersection point is at least $h / 2$ away from both ends, see Figure 13.


Figure 13: There is always an interval whose endpoint is far from the intersection point.


Figure 14: An intersection is detected by criterion (A).

Let $f$ denote the corresponding piece. Since the intersection angle $\alpha$ is large, by assumption 4 , and $f$ is contained in a long and narrow strip, by the Sleeve Lemma, the endpoints of $f$ must stick out of the convex hull of the control polygon of the other curve, by a straightforward geometric computation, see Figure 14. A symmetric argument applies to $g$, and thus criterion (A) applies. In addition, we conclude that the distance of the endpoints of $g$ from $f$ is at least

$$
v_{\min } \cdot \frac{h}{2} \cdot \sin \alpha .
$$

Let us now consider the case when $f$ contains no intersection, see Figure 15.
Lemma 2. Let $g$ be a piece of a curve that has no intersection with $f$. Then the distance of its endpoints from $f$ is at least

$$
\min \left\{\varepsilon, v_{\min } \cdot \frac{h}{2} \cdot \sin \alpha\right\} .
$$

Proof. We start from an endpoint of $g$ and move along the curve of which $g$ is part, in a direction in which the distance from $f$ decreases, monitoring this distance along the way. There are two possibilities:

- We reach a local minimum of the distance, or we reach an endpoint of the original curve. In either case, the distance from $f$ is at least $\varepsilon$, by assumption 5 . Since the distance was monotonically decreasing until we reached


Figure 15: When the curves are disjoint, criterion (B) applies.
this point, the original distance from $f$ is also at least $\varepsilon$. (The same argument holds if the endpoint from which we start is a local minimum, and we cannot move in either direction.)

- We reach an intersection. When we enter the subinterval of length $h=$ $2^{-L}$ containing this intersection, we know from the considerations above that the distance from $f$ is at least $v_{\min } \cdot \frac{h}{2} \cdot \sin \alpha$. By the same monotonicity argument as before, this bounds holds also for the endpoint from which we started.

A straightforward calculation shows that both $\varepsilon$ and $v_{\min } \cdot \frac{h}{2} \cdot \sin \alpha$ are bigger than $2 W$, where $W$ is the width of the rectangle to which the control polygons of $f$ and $g$ are confined by the Sleeve Lemma. Thus, we can conclude that the control polygons have a positive distance from each other, and criterion (B) will terminate the recursion.
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